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Abstract—The problem of inferring distances from a visual
sensor to objects in a scene – referred to as depth estimation – can
be solved in various ways. Among those, stereo vision is a method
in which two sensors observe the same scene from different
viewpoints. To recover the three-dimensional coordinates of a
point, its two projections – one in each view – can be used for
triangulation. However, the pair of points in the two views that
correspond to each other has to be found first. This is known
as stereo-matching and is usually a computationally expensive
operation. Traditionally, this is performed by describing a point
in the first view with some information from its surrounding, e.g.
in a feature vector, and then searching for a match with a point
described in a similar way in the other view. In this work, we
propose a simple idea that alleviates this stereo-matching problem
using an active component: a mirror-galvanometer driven laser.
The laser beam is deflected by actuating two mirrors, thus
creating a sequence of “light spots” in the scene. At these spots,
contrast changes quickly. We capture those contrast changes by
two Dynamic Vision Sensors (DVS). The high time-resolution of
these sensors enables the detection of the laser-induced events
in time and their matching using lightweight computation. This
method enables event-based depth estimation at a high speed, low
computational cost, and without exact sensor synchronization.

I. INTRODUCTION

Humans, animals, and machines typically capture visual
information with sensors in which light is projected onto a
two-dimensional surface, e.g. a layer of photosensitive cells
in biological retinas or arrays of photosensitive elements in
silicon-based technologies. Inherent to this projection is the
loss of the third dimension: depth. Biological systems evolved
different strategies to infer this third dimension [1], [2]. Many
of those strategies have also been reproduced in artificial vision
systems. Those can estimate depth from binocular parallax
using two cameras [2] or motion [3], [4], from focus [5], [6],
from shading [7], from occlusions [8], from linear perspective
[9], and many others. Animals do not solely use one of these
strategies, but a combination of them to a different degree.
Here, we focus on inferring depth from binocular parallax
using sensors in a stereo-configuration.

By observing a scene with two sensors separated by some
baseline, the third dimension – depth – can be recovered by
triangulation [10]. Triangulation amounts to intersecting two
rays originating from the optic centers of each camera and
going through the two-dimensional projection of the three-
dimensional point in each image plane. This intersection can be
found using the geometrical parameters of the stereo system:
how the cameras are positioned and oriented relative to each
other (extrinsic parameters) and what their optical properties
are (intrinsic parameters). These parameters are captured in
what is usually called the calibration of the system.

To be able to triangulate two points, at the core of stereo

150 900depth [mm]

Fig. 1. An exemplar depth estimation result. The top row shows the right
and left grayscale images as captured by the DAVIS240C sensors. Note, these
are not used for depth estimation (only events are used). The bottom row
shows the sparse depth reconstruction obtained from scanning with the mirror-
galvanometer driven laser and a bilinearly interpolated depth map overlaid on
the right grayscale image.

vision is the matching of a pair of two-dimensional projections
coming from the same three-dimensional point. Typically this
problem, known as stereo-matching, has been addressed with
two different types of approaches that are referred to as
area-based and feature-based [11]. In area-based approaches,
matching of points is made according to the similarity of their
surroundings (e.g., patches in images [12] or time surfaces
in event-based systems [13]). Feature-based approaches first
detect salient keypoints, such as corners, then describe them
with a relatively low-dimensional vector (“feature vector”), and
match those to conclude that two points should be paired [14].
The area-based approaches usually lead to dense reconstruction
(for textured regions), while feature-based depth estimation
can be extremely sparse. In both these approaches, matching
of areas or feature vectors can be computationally expensive.
Specifically, 1) a description of each keypoint or area is
required in both views that has to be robust to appearance
variations between the two views: illumination, projective
transformations, time warping, occlusions, etc., then 2) a
search is performed to know which area or feature might match
in the other view. The difficulty of stereo-matching, whether it
is area based or feature based, is illustrated by the numerous
hardware accelerators that have been devised to perform these
operations [15]–[19].

We are interested in alleviating the problem of stereo-
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Fig. 2. Top view of the system, both as a schematic and a photograph. Two DAVIS240C sensors (1) with optical lenses in front (2) are placed on a baseplate
(3). A laser diode (4), whose beam can be deflected by two mirror-galvanometers (5) is mounted between the sensors. The sensors are separated by a baseline
distance (6), and have a relative rotation angle (7). The sensors are connected to a PC via USB.

matching by introducing an active component: a mirror-
galvanometer driven laser, whose beam can be deflected
quickly within a scene. The laser is used to create artificial
stereo-matches that can be easily detected. For instance, two
conventional cameras could be used to detect a high-intensity
red blob in their images: if it is unique, it is a match and
it can be triangulated. Then, the red blob can be moved by
deflecting the laser at another place, and we get another match
and another triangulated point. Such a procedure assumes that
finding the red blob in two images is fast, and due to the
limited sampling rate of frame-based cameras, say about 30Hz,
we would get at most 30 matches per second. Can we find a
better solution?

The laser beam produces a brightness change when blink-
ing or moving. Thus, a natural sensor to use to detect such
a change is a Dynamic Vision Sensor (DVS) [20]–[22]. A
DVS is a vision chip that reports events indicating changes in
brightness for each pixel asynchronously. As soon as a pixel
(x, y) incurs a change in brightness, a timestamped packet is
sent with the pixel’s position and the nature of the change:
whether the brightness has increased or decreased. Hence,
whenever the laser blinks or moves to a position, it creates
events that are captured in the two DVS (as seen in Figure 3).
In a static scene (nothing moves, and the illumination is
unchanged), this would be the only source creating events and
the stereo-matching problem is reduced to the match of two
blobs in the event streams of the cameras. In a dynamic scene,
we can benefit from using a laser blinking at high frequency,
thus producing many more events than moving objects can
realistically generate and consider only stereo-matches at high
frequency. These scenarios are discussed in this work.

In this paper, we use a mirror-galvanometer driven laser
to create a point in the scene that generates a blob in space-
time that can be easily detected in the two event streams. Our
approach is to create a sequence of these blobs. A sequence
can be trivially matched across the two sensors benefiting from
their high temporal resolution. We demonstrate a proof of
concept of the system in a number of table-top scenes.

II. PRINCIPLES OF THE ACTIVE STEREO VISION SYSTEM

A. Overview of the system

The system we propose in this work consists of two DAVIS
sensors [21] mounted on a common base plate (Fig. 2). DAVIS
sensors contain both a Dynamic Vision Sensor (DVS) and
an Active Pixel Sensor (APS) circuit in each pixel. Thus,

conventional APS frames producing grayscale images can
be triggered along event readouts. In this work, we use a
DAVIS240C with an array of 240× 180 pixels.

The sensors are separated by a baseline of 18cm and
their relative orientation of ±5◦ tries to maximize the overlap
between their field of view – in our setup, depth can only
be inferred for 3D points in the scene that are seen by both
sensors and whose projection can be matched.

Between the two sensors, we place a two-axis mirror-
galvanometer equipped with a laser. The laser shines onto two
magnetically actuated mirrors. The rotation of the first mirror
controls how the laser beam is deflected on the vertical axis,
while the second mirror controls its horizontal deflection. The
current drivers of the galvanometer are on a separate board,
they can be controlled by a microcontroller that is connected
together with the two sensors to a computer. The computer
is used for reading out the data of the two sensors, sending
commands to the mirror-galvanometer and implementing our
detection, matching, and triangulation routines.

In our system, we perform calibrated stereo vision. A
calibrated stereo rig enables the reconstruction of metric three-
dimensional geometry, where the geometric parameters of the
system –both of the projection in each sensor and of their
relative positioning– are known, as they are estimated during
calibration. Then, a pair of points matched from the first and
second sensors’ views can be used to triangulate the position
of their corresponding point in three-dimension.

Processing in our system unfolds in the following steps:

• We first calibrate the sensors individually (intrinsics) and
then calibrate them together as a stereo rig (extrinsics).

• We start scanning the scene with the laser beam. The
way scanning is performed influences how points will be
matched and indeed which points are triangulated.

• We detect events induced by the laser in each sensors while
scanning and matching them across sensors, yielding stereo-
matching pairs.

• We triangulate the two-dimensional pairs into three-
dimensional points.

In the following, we explain those steps in greater detail.

B. Calibration

We consider a pinhole camera model. This assumption is
a reasonable first order approximation for the projection of
a point in the scene onto each sensor’s plane, given that the



combination of our sensors and lenses features a relatively
narrow field of view and a low aperture. Calibration consists
in two stages:

Intrinsics calibration: The first stage aims at estimating
the optical properties of each of the sensors together with
their lenses, such as the focal length of the combined lens
system, the optical centering with respect to the sensor, and
eventual distortions that are introduced by the lenses. These
characteristics are captured in the intrinsic parameters of the
cameras.

Extrinsics calibration: In the second stage, we aim at
calibrating the stereo rig by finding the relative positioning of
the two sensors –their baseline– and the relative orientation
of the two cameras. These characteristics are summarized in
what is referred to as the extrinsic parameters of the setup.

In the DAVIS240C sensor we use, each pixel contains
both an APS and DVS circuit sharing the same photodiode.
Thus, we can calibrate our system using the grayscale images
produced by the APS part and use the estimated parameters for
further operations involving events produced by the DVS part.
We use a known calibration pattern in a standard calibration
procedure based on Zhang’s algorithm [23] to find the intrinsic
parameters of our two sensors. Using the intrinsics found for
each of them, we find the extrinsics of our stereo rig using
another standard procedure minimizing the total reprojection
error (using the known position of the dots in our know
calibration pattern).

C. Scanning the scene with the laser: two sampling strategies

Our goal is to solve the stereo-matching problem by
inducing events in our two sensors with a laser. Thus, we
want to induce events in patterns that can be easily segregated
from events generated by other sources in the scene. We have
implemented two different strategies to scan the scene with
our mirror-galvanometer driven laser beam.

Random scanning: The first strategy we implemented
consists in scanning the scene by deflecting the laser beam at
random locations. Before moving the laser to a new position, it
is switched off –so that no event is created in the sensors when
the laser is on the way to the target position– and switched
on again when it has reached the target position. There, it
is kept fixed for a very short time (a few milliseconds or
less) before starting this procedure again moving it to a new
position. At the target position, the laser can also be blinked
at a specific frequency (for instance, a kilohertz) so that it can
be tracked. This allows us to uniquely identify it and segregate
the events it produces from other events in the scene, created,
for instance, by moving objects or other blinking sources.
Note that in this setting, multiple lasers, uniquely identified
by their frequencies could be used simultaneously. A space-
time diagram illustrating this strategy is shown on the top of
Fig. 3.

Continuous “line” scanning: The second strategy we
considered moves the laser continuously in lines, that is, the
two mirrors of the galvanometers are rotated at constant,
tunable, angular velocities. In this mode, the laser is always
switched “on” and creates events in the form of polygonal
chains (the lines are deformed depending on the depth of the
scene, e.g. reducing to simple lines if the laser is projected
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Fig. 3. Two different strategies for scanning the scene with the mirror-
galvanometer driven laser beam are illustrated with a space-time diagram of
events, showing a time window of 1s. In the first figure, the laser illuminates
random spots for the duration of 10ms each. In the second, the laser scans
the scene linearly in negative-x and negative-y direction.

on a simple plane). This strategy is shown in the space-time
diagram Fig. 3.

D. Detection and matching of the laser-induced events

We investigated three different techniques to detect and
then match event blobs induced by the laser beam in each
of the sensors. They are: 1) clustering events by space-
density, 2) tracking the frequency of the laser-induced events,
and 3) filtering events by time-density. In the following we
briefly discuss their implementation and uses depending on
the scanning strategy that we employ.

Event clustering: In our continuous-scanning strategy,
event-blobs produced by the laser move smoothly across the
field of view, suggesting that a method using spatial density
could detect those. We use a simple mean-shift algorithm that
creates a cluster when a high event density is detected and
moves it around as new events are detected close to the cluster.

Frequency based detection: With our random scanning
strategy, if the laser is blinked at a known frequency, a way
to detect laser induced events is to search for events spaced in
time by the laser blinking period. Various methods to detect a
blinking pattern in an event-stream have been described, such
as in [24].

Event-density filter: Again, in our random-scanning
strategy, if the blinking frequency of the laser is about a
kilohertz, one should note that in most real-world scenes, no
other source naturally creates as many events. Thus, a variation
on the frequency-based detection of laser-induced events is
to search for pixels at which the event-density is particularly
high. A simple implementation of such an event-density filter
is to measure, at each pixel, the time it takes to collect N
events. This gives a rough estimate of instantaneous event
density when N is small (e.g., N = 25). Then this density is
thresholded such that only the pixels where the laser is blinking
trigger the detection of an event-blob.

These three techniques can be very efficiently implemented
in an event-driven framework. In such a framework, com-
putation takes place only when and where events occur. As
a concrete example: instantaneous density in the case of
the event-density filter can be updated solely for the pixels
receiving events; in addition, the last update time of this pixel
can be kept, so that we can detect when the instantaneous
density estimate at that pixel is outdated.

Once event blobs are detected in the two cameras, they are
trivially matched by their order of appearance in time, which
allows us to be robust against inexact synchronization of our
two sensors.
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Fig. 4. Sparse depth maps, output by the system for four different scenes.

E. Triangulating matches

A pair of corresponding points in each sensor can be
triangulated in our calibrated stereo vision setting to obtain
their three-dimensional coordinates. Triangulation is performed
using a Direct Linear Transform [10] after refining the two-
dimensional coordinates of our points using constraints im-
posed by the geometry of our setup (epipolar constraints).

III. RESULTS

A. Depth maps of different scenes

Figures 4 and 1 show the output of our system for five
different tabletop scenes. In these experiments, the scenes
were scanned by a 20mW, 650nm (red) laser diode. The
baseline of our system is 18.0cm and the relative orientation
of the cameras is 3.9 and 5.0◦ in the vertical and horizontal
directions. With such a setup we get 5mm of depth resolution
one meter in front of the sensors (assuming the blobs are
tracked with accuracy of one pixel). The galvanometer-driven
laser covers a field of view of 35◦ horizontally as well as
vertically. And our DAVIS240C mounted with the same lens
model, have a 55× 42◦ (W ×H) angular field of view.

In our experiments, we used the high-density filter to track
events using continuous line-scanning. We get depth estimates,
only for the region in space where the field of views of the two
sensors overlap, and that is reachable by the laser beam, as seen
in Figure 1. The scenes on which we tested our system range
from 30cm to about 5m. Indeed, depth resolution decreases
for larger distances, whereas at short distances regions seen in
each sensor are not likely to overlap.

In these proof of concept experiments, we took up to a
minute to scan the scenes. This allows us to produce images
that look dense: We have not yet worked on inpaiting and
denoising these pseudo-sparse depth maps to produce dense
ones for this system. However we present in the bottom right
plot of Figure 1 a bilinearly interpolated (with the closest depth
measurement) depth map overlaid on one of the grayscale
images of the scene.

Note that we can reliably track the laser with our three
methods (event clustering, high event density filter, and fre-
quency tracking) at up to 70◦ s−1 on a plane about 1m away
from the system.

IV. DISCUSSION AND OUTLOOK

In this paper, we demonstrated how combining a laser able
to quickly scan a scene associated with a pair of DVS allows us

to create a stereo vision system, in which the stereo-matching
problem is alleviated. Event blobs are induced by the laser
and retrieved by computationally lightweight methods before
being matched by their ordering in time.

To help placing our system in the vast landscape of event-
based stereo vision approaches that have been devised, note
that 1) it does not rely on the precise spatio-temporal matching
of event time surfaces such as in [13], [25]–[28], and that 2)
even though it is an active approach using the emission of
light in the scene, it is not using the idea of analyzing the
deformations of an a-priori known pattern of light such as in
structured light (that often make use of a single sensor) [29]–
[31], nor using any time-of-flight information [32].

Of course, one could think one of the main limitations
of our system is the speed at which the laser pointer can be
moved. This is limited by the actuation of the mirrors of the
galvanometer to 35kPtss−1, a point being a 12-bits command
(uniformly covering the angular field view) sent to the mirror-
galvanometer laser. In fact, the system is mostly limited by
the number of events our sensors capture given the limited
power of the laser diode we use and the velocity at which we
move it. Beyond an angular velocity of 70◦ s−1 at 1m, our
laser produces so few events in that our detection algorithms
fail. Higher power laser diodes can be used, but might not be
safe in many applications.

Also, if the laser is blinked, a trade-off needs to be made
between its blinking frequency and the velocity it is moving
at. If it is blinked with a low frequency, we can only move the
laser slowly as we need to detect one or two blinking periods
to detect the laser. On the contrary, if the laser is blinked fast,
we can move it quickly, but will only detect very few events
in our sensors.

With our approach, depth in a large scene can be sampled
at a few frames per second. However, if we want to probe the
distance of a few points only, e.g. to update uncertain regions
on a mobile robotic platform or in a scene where only a few
objects are moving, this active system offers fast and precise
depth estimation at a low computational cost.
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